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I. INTRODUCTION 

 

The COVID-19 pandemic that has occurred almost in 

the past two years has caused various impacts on the 

economy, the automotive manufacturing industry has had an 

impact on production operations. People's buying interest in 

automotive, especially cars, has decreased and has caused 

companies to need various methods to estimate the number 

of raw materials ordered is equal to the existing demand.  

Car wheel rims are an important part of a car that must 

be in good condition before driving because the wheels are 

in the outermost position that supports the tire when it rotates 

touching the road surface [1]. Wheel wheels are needed for 

both passenger cars and commercial cars, Car wheel rims 

provide two uses: they reduce friction and provide leverage 

because they rotate around a rod called an axle [2]. Car 

wheel rims which are the most important spare parts, also 

have to do various forecasting so as not to suffer losses. To 

be able to meet the demand for these orders, an appropriate 

forecasting calculation method is needed, namely where the 

number of goods available will be predicted based on the 

demand for car wheel rims in the last year. 

Demand can be interpreted as the desire to purchase 

goods or services by consumers within a certain price range, 

period, and amount [3]. The existence of fluctuating demand 

for goods can lead to various challenges, such as decisions 

in purchasing raw material supplies and pricing [4]. Changes 

in fluctuating demand patterns can be caused by internal 

factors originating from marketing policies, selling prices, 

and innovation, as well as external factors originating from 

the country's economic conditions, such as during a 

pandemic [5]. Fluctuating customer demand is one thing that 

cannot be predicted; therefore, various ways are needed to 

  

avoid losses from this. However, the supply of goods must 

also be able to meet demand so as not to disappoint 

customers and so that customer trust in the company is 

maintained properly. Therefore, companies are required to 

be able to predict demand and make plans for purchasing 

raw materials so they can still make production stock 

according to market demand [6]. 

Forecasting is a method applied by management in 

determining decisions to be taken in the future. The use of a 

forecasting analysis approach can provide an overview of 

thinking patterns, work, problem-solving, and the level of 

confidence in applying forecasting results [7]. This 

forecasting can analyze future sales demand based on 

previously collected data using either qualitative analysis in 

the form of intuition or mathematical qualitative analysis. 

Qualitative forecasting comes from the results of qualitative 

forecasting data collected in the previous period, along with 

additional opinions based on the experience of professionals 

in a field. Examples of the application of qualitative 

forecasting, namely 

a. Forecasting in management is usually done by a senior 

manager. 

b. Forecasting historical data of products with non-

volatile sales or products with similar values 

c. The Dhelfi method of forecasting through expert 

analysis of data from questionnaires distributed to 

customers 

d. Market forecasting is the result of an analysis of 

criticism and suggestions from customers. 

Quantitative forecasting is a forecasting method obtained 

from the analysis of quantitative data from the previous 

period [8]. There are various kinds of methods in 

quantitative forecasting, namely: 
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A B S T R A C T  
PT. XX is one of the car wheel rim companies in Indonesia whose products are sent to a 

number of local and international assembly companies. But, due to the Covid-19 pandemic, 

the demand for car wheel production has decreased and made it difficult for companies to 
determine the outsourcing employees needed in the production process. So, PT. XX requires 

the results of demand forecasting to help solve these problems and the main goal of this 

research is to forecast the demand for car wheel rim production using three forecasting 

methods at PT. XX. The research results are in the form of the value of demand forecasting 
calculation along with the error rate. It is known that there are three methods used, namely 

Single Moving Average, Weighted Moving Average, and Single Exponential Smoothing 

methods. Based on calculations from the POM-QM software, the method that is suitable to 

be applied in this research is the Weighted Moving Average method because the smallest 
error value is obtained as in the MAPE error value is 12.124%, the Mean error value is 

1177.773 the MAD error value is 24587.23, the MSE error value is 1099377000, and the 

forecast value in the next period is 243013 units. Through this research and forecasting, the 

writer hoped that PT. XX could consider it a plan for the next batch of production. 
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a. The time series method is a forecasting method based 

on the analysis of coherent quantitative data according 

to a certain time series. This method can be divided into 

several methods, namely exponential smoothing, 

moving average, Holt-Winter, classic decomposition 

census II X-11A, and ARIMA. 

b. The causal method is based on an analysis of the things 

that affect customer demand. This causal method is 

divided into several methods, namely linear regression 

forecasting, multiple linear regression, econometric 

methods, and input-output analysis methods. 

c. Other quantitative methods are demand forecasting 

based on the flow of purchases in the market, operation 

research, and artificial [9]. 

Operational implementation planning for the future can be 

predicted through Economic Forecast, Technological 

Forecast, and Demand Forecast [10]. Being an important 

part of the implementation of trade, the method applied in 

forecasting becomes the main focus because it has 

advantages and disadvantages, such as quantitative methods 

that are compiled systematically and according to 

established standards and cannot understand needs based on 

more abstract or unpredictable data in the future. As a result, 

forecasting must be done qualitatively but, qualitative 

methodologies cannot provide concrete numerical results as 

production references. So it would be better if these two 

approaches were carried out simultaneously or partially 

[11]. The results of this forecasting can later affect almost 

all existing activities within the company, such as ordering 

raw materials, production capacity, production scheduling, 

marketing strategies, and the need for human resources. 

Therefore, very accurate results are needed to avoid losses 

and increase profits. Furthermore, the benefits of 

implementing demand forecasting can reduce the "Bullwhip 

Effect," or disruption to the procurement management of 

raw materials and manufactured goods [3]. The following 

steps must be taken in order to forecast: 

1) Conduct historical data analysis to determine patterns 

of purchasing behavior made by customers. 

2) Determine the data to be used in forecasting with the 

hope that the forecast results will achieve maximum 

accuracy. 

3) Project historical data by applying the selected method 

and analyzing changes that may occur at this time [9]. 

Forecasting can be divided into three groups based on 

the calculation time: short-term, medium-term, and long-

term. Short-term forecasts are daily demand projections. 

Medium-term forecasts are used for a period of several 

months to a year, which will depict a graph of fluctuations 

in demand and production needs by guaranteeing the 

fulfillment of needs in the next period. Long-term 

forecasting is usually used for several years for planning 

new products, developing company facilities, and financing 

in the long term [12]. 

The Single Moving Average method is a simple 

forecasting calculation using actual demand data by finding 

the average data value according to the required period [13]. 

The use of the Single Moving Average method in demand 

forecasting is considered very effective and efficient. This is 

because the Single Moving Average method does not require 

a weight value for each data point, so it can be used on 

changing data [14]. However, due to the use of the same 

weight values for all data, the Single Moving Average 

method has an impact on the results given. Forecasting data 

sometimes have values that are quite far from the latest data 

[15]. The Weighted Moving Average (WMA) method 

forecasts demand in the same way as the Moving Average 

(MA) method, but with different weights [16]. Even though 

it has a concept that is almost the same as the Single Moving 

Average, the WMA method produces more accurate 

forecasting values. This is because adding weight can 

determine trends that occur so that companies can be more 

careful in taking steps to provide production raw materials 

[17]. The Single Exponential Smoothing method, which is 

forecasting that is carried out continuously with the average 

value from the previous period and uses data weighting with 

an exponential function, has advantages in transparency and 

accuracy of values [18]. Exponential Smoothing or also 

known as simple Exponential Smoothing is the result of the 

development of the Single Moving Average method which 

can calculate forecasting data continuously with the addition 

of weight in the form of alpha for each data [19]. The results 

of the forecasting calculations that are considered good and 

meet the requirements to be used as a reference are those 

with the lowest error rates, which include MSE (Mean 

Squared Error), MAPE (Mean Absolute Percentage Error), 

and MAD (Mean Absolute Deviation) [20].  

Forecasting is done to reduce the waste that occurs in 

the company. Waste here means that there is an action but it 

does not provide benefits to the customer. Waste has a very 

broad meaning, including raw materials, time, energy, and 

work areas [21]. All types of waste are usually called 7 

wastes. The 7 types of waste that must be trimmed or 

eliminated to achieve an efficient production process are 

overproduction, defects, inventory, transportation, motion, 

waiting, and overprocessing [22]. Forecasting consumer 

demand for car wheels from PT. XX can later reduce various 

wastes that can occur, such as reducing waste in 

overproduction because the production process involves the 

operation of many machines and lots of human resources, 

reducing waste in inventory because production results in 

the form of wheels take up a lot of space if stored for too 

long in the warehouse, and reducing movement waste 

because the transportation of finished products in the form 

of wheels using a forklift will increase the cost of 

transportation, so that forecasting is needed for efficiency to 

be implemented by lean manufacturing. 

POM-QM (Production Operation Management 

Quantitative Method) is an application that can assist in 

decision-making because it is able to solve various 

quantitative problems such as determining the cost of 

repairing machines, determining the number of human 

resources needed, and so on as a step in optimizing the 

production process [23]. The advantage of using this 

application is that it can calculate complex data and 

variables and produce forecasts accurately in a time series 

[24]. 

After forecasting, it would be great if the forecasting 

data could be stored in a database and can use in the future.  

The database is a system that was created to store all records 

of transaction results for forecasting results within the 

company so that the data can improve user experience and 
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product development through the processes of market 

response analysis, market research, and customer types by 

continuously innovating to develop all possible new things. 

for the development of the company in a better direction 

[25]. The use of technology resulting from industry 4.0 

innovations that can be used, namely cloud computing, has 

emerged from the distribution of software architecture to 

provide services hosted over the internet [26].  

 

II. RESEARCH METHOD 

In this study, a quantitative research method was used, 

or what is commonly called the positivistic method, which 

is based on concrete, empirical, objective, measurable, 

rational, and systematic scientific principles. The data is 

processed using primary data obtained directly from the 

company in a time series based on certain periodic intervals. 

In addition, this research applies a quantitative and 

inferential approach that analyzes the relationship between 

variables by testing hypotheses. The following is the stage 

of data collection and processing that has been carried out 

by researchers: 

 

A. Data Collection Stage 

Data collection is a research process in which 

researchers use scientific methods to collect data 

systematically for analysis, or the method used by 

researchers to collect data related to the research problems 

they take with the following data: 

a. Demand data for 12 months; 

b. The average value of weight data; 

c. The value of alpha data. 

 

B. Data Processing Stage 

Data processing is the conversion of data or its 

manipulation into an informative form so that it can be used. 

Information is the result of processing data in a certain form 

that is more meaningful than an activity or event. This 

conversion, or "processing," is performed using a 

predetermined sequence of operations, either manually or 

automatically. In this paper, the forecasting methods using 

Single Moving Average method, Weighted Moving Average 

method, and Single Exponential Smoothing method for 

forecasting the total production at PT. XX. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Flowchart research stages 

Explanation of Troubleshooting Steps 

Before conducting research, a field survey and 

literature study are needed. The field survey aims to 

determine the real condition of the object to be studied. 

While literature study is the stage of seeking references from 

books, journals, and previous research, Then the results of 

the field survey and literature study can be used to formulate 

a problem to be solved, and the formulation of the problem 

will be used as a theoretical basis for data collection, the 

selection of analytical methods, and drawing conclusions. 

At the time of writing this article, there is a forecasting 

problem formulation with case studies at PT XX. Based on 

the problems that have been determined, it is necessary to 

limit the problem so that it does not spread too far. After the 

limitation of the problem, it is continued with the 

formulation of research objectives so that the expected goals 

can solve the problem through selecting the type of data to 

be tested and for the purpose of writing this article, namely 

to obtain accurate data and optimize forecasting at PT. XX. 

Then there is the identification of operational variables, 

where identify the variables that will be processed to obtain 

results in accordance with the desired research objectives. 

The independent variables are demand data for 12 months, 

Start 
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a. Demand data for 12 months 

b. The average value of Weight 
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data for the average value of weight, and data for alpha 

values, while the dependent variable is mean error, MAD 

(mean absolute deviation), MSE (mean squared error), 

standard error, MAPE (mean absolute percent error), and 

forecast in the next period. Furthermore, the data collection 

process includes demand data for a period of 12 months, the 

value of weight data, and the value of alpha data. 

Meanwhile, data processing is using the single moving 

average method, the weighted moving average method, and 

the single exponential smoothing method using POM-QM 

software. If it is valid, you can proceed to the next process, 

but if not, data collection must be repeated. Validation is an 

activity to measure the extent to which the difference in 

scores reflects the actual difference between individuals, 

groups, or situations regarding the characteristics being 

measured. After the data processing has been validated, the 

data is generated, and results and conclusions can be drawn. 

The results and discussion are presented carefully and 

clearly, and the results of the data analysis and discussion 

are based on the literature review and theoretical framework. 

Meanwhile, the conclusions contain a succinct, clear, and 

systematic description of the overall results of analysis, 

discussion, and testing of hypotheses in a study, as well as 

ideas or views from researchers linked to fixing issues that 

are the subject of research or the prospect of additional 

research. 

 

C. Forecasting Method 

1. Single Moving Average  

This method is commonly used to find out long-term 

forecasting data because the longer the time sought, the 

better the calculation results will be. However, this 

technique is not recommended for time series data showing 

a trend or seasonal effects [27]. Furthermore, the single-

moving average method has the limitation of not being able 

to track rapid changes. The formulation of the Single 

Moving Average method is: 

St+1 = 
𝑋𝑡+𝑋𝑡−1+⋯+ 𝑋𝑡−(𝑛+1)

𝑛
   (1) 

Where : 

St+1  = Forecast for t+1 period 

Xt  = Period t Data 

n  = Period of the moving average [11]. 

 

2. Weighted Moving Average  

Another term for this method is the "weighted moving 

average method," which prioritizes the "weight factor," 

which is subjective based on the experience and provisions 

of data analysts [28]. Forecasting using the Weighted 

Moving Average method can be formulated as follows: 

Y′t = 
𝑊1𝐴𝑡−1 + 𝑊2𝐴𝑡−2 +⋯+ 𝑊𝑛𝐴𝑡−𝑛

𝑛
  (2) 

Where : 

t  = Period t forecasting value 

W1  = Period t-1 weight given 

W2  = Weight given in t-2 period  

Wn  = Weight given in time interval t-n 

n  = Number of periods [29]. 

 

3. Exponential Smoothing  

This method is quite easy to do and is suitable for 

medium- to long-term forecasting that relies on current 

actual data, the latest forecasts, and smoothing constants 

symbolized by alpha (α) [30]. The alpha value is used to help 

find the best forecasting results, the alpha value in the 

current actual value is greater if the data series in the past 

evolved rapidly, and the alpha value in the current actual 

value is smaller if the data series in the past is uncertain. The 

formula for Single Exponential Smoothing is: 

Ŷt+1 = αYt + (1- α) Yt-1   (3) 

Where : 

Ŷt+1  = forecasting for the following period 

α  = Constant of Smoothing (0 < α < 1) 

Yt  = The current true value 

Yt-1  = Forecasting at a previous time [11]. 

 

D. Error Value Calculation 

1. MSE (Mean Squared Error) 

MSE is a measure of forecast deviation that does not 

take into account whether the error is positive or negative, 

MSE can be express : 

MSE = 
∑(𝐷𝑡−𝐹𝑡)

2

𝑛
 

Where : 

Dt  = Time t's true value 

Ft  = Value predicted at time t 

n  = The number of times the area was covered [29]. 

 

2. MAPE (Mean Absolute Precentage Error) 

MAPE is forecast error calculated as a percentage and 

MAPE can be express : 

MAPE = 
∑ |𝐷𝑡−𝐹𝑡|

∑ 𝐷𝑡
 

Where : 

Dt   = Time t's true value 

Ft  = Value predicted at time t [29]. 

 

3. MAD (Mean Absolute Deviation) 

MAD is the average absolute error generated using 

equations. The following equation can be used to calculate 

forecasting error. MAD can be express : 

MAD = 
∑ |𝐷𝑡−𝐹𝑡|

𝑛
 

Where : 

Dt  = Time t's true value 

Ft  = Value predicted at time t 

n  = The number of times the area was covered [29]. 

 

 

III. RESULT AND DISCUSSION 

A. Data Processing 

PT. XX is an automotive industry company engaged in 

the production of car wheels and wants to forecast demand 

in the coming period to prepare raw materials for the next 

period's production. There are 12 months of sales data and 

want to forecast demand for the next period with W1 = 0.24; 

W2 = 0.32; W3 = 0.44 with α = 0.5. What are the results of 

forecasting the demand for car wheels and which method is 

recommended to be applied in the next period? 
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TABEL I 

TIME SERIES FORECASTING INPUT DATA 

Period (Month) Demand (Pcs) 

October 166271 

November 243267 

December 252768 

January 243267 

February 224265 

March 256543 

April 246052 

May 160880 

June 242301 

July 236589 

August 242302 

September 247032 

 

 
Figure 2 Demand chart on PT. XX 

 

1. Input Data on POM-QM 

 
Figure 3 Input data on POM-QM 

 

2. Output Data on POM-QM 

a) Single Moving Average 

 
Figure 4 Single moving average solution 

The output above shows that data processing result 

Bias (Mean Error), MAD (Mean Absolute Deviation), MSE 

(Mean Squared Error), Standard Error, MAPE (Mean 

Absolute Percent Error), and Forecast in the next period. 

 
Figure 5 Single moving average details and error 

The output above shows that data processing result 

details regarding Demand (y), Forecast, and Error per 

month. 

 

b) Weighted Moving Average 

 
Figure 6 Weighted moving average solution 

The output above shows that data processing result 

Bias (Mean Error), MAD (Mean Absolute Deviation), MSE 

(Mean Squared Error), Standard Error, MAPE (Mean 

Absolute Percent Error), and Forecast in the next period. 
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Figure 7 Weighted moving average details and error 

The output above shows that data processing result 

details regarding Demand (y), Forecast, and Error per 

month. 

 

c) Single Exponential Smoothing 

 
Figure 8 Single Exponential Smoothing Solution 

The output above shows that data processing result 

Bias (Mean Error), MAD (Mean Absolute Deviation), MSE 

(Mean Squared Error), Standard Error, MAPE (Mean 

Absolute Percent Error), and Forecast in the next period. 

 
Figure 9 Single exponential smoothing details and error 

The output above shows that data processing result 

details regarding Demand (y), Forecast, and Error per 

month. 

 

B. Discussion Analysis 

TABEL II 

RESULT COMPARISON 

Measure 

Single 

Moving 

Average 

Weighted 

Moving 

Average 

Single 

Exponential 

Smoothing 

Mean Error 1895.552 1177.773 13674.95 

MAD 24912.37 24587.23 31051.28 

MSE 107323000 1099377000 1668557000 

MAPE  12.22% 12.124% 14.302% 

Next Period 241974.3 243012.1 241483.2 

In the results of data processing using the Single 

Moving Average method at details and errors, forecasts were 

generated for the January it was 220769 units, in February it 

was 246334 units, in March of 240100 units, in April it was 

241359 units, in May it was 242287 units, in June it was 

221159 units, in July it was 216411 units, in August it was 

213357 units, and in September it was 240398 units. The 

resulting data results are error values in Bias (mean error) it 

was 1895.552, on MAD (Mean Absolute Deviation) it was 

24912.37, on MSE (Mean Squared Error) it was 

1073212000, on the Standard Error it was 37146.24, on 

MAPE (Mean Absolute Percent Error) it was 12.22%, and 

for the forecast in the next period it was 241975 units. 

In the results of data processing using the Weighted 

Moving Average method with a weight of W1 = 0.24; W2 = 

0.32; W3 = 0.44 in details and errors resulted in forecasts in 

the January it was 228969 units, in February it was 246308 

units, in March it was 237187 units, in April it was 243028 

units, in May it was 244181 units, in June it was 211095 

units, in July it was 217147 units, in August it was 220247 

units, and in September it was 240474 units. The resulting 

data result is an error value in Bias (mean error) it was 

1177.773, on MAD (Mean Absolute Deviation) it was 

24587.23, on MSE (Mean Squared Error) it was 

1099377000, on the Standard Error it was 37596.35, on 

MAPE (Mean Absolute Percent Error) it was 12.124%, and 

for forecasting in the next period of 243013 units. 

In the results of data processing using the Single 

Exponential Smoothing method with α = 0.5 in details and 

errors, forecasts are generated in November it was 166271 

units, in December it was 204769 units, in January it was 

228769 units, in February it was 236018 units, in March it 

was 230142 units, in April it was 243343 units, in May it 

was 244698 units, in June it was 202789 units, in July it was 

222545 units, in August it was 229567 units, and in 

September it was 235935 units. The resulting data result is 

an error value in Bias (mean error) it was 13674.95, at MAD 

(Mean Absolute Deviation) it was 31051.28, on the MSE 

(Mean Squared Error) it was 1668557000, on the Standard 

Error it was 45159.14, in MAPE (Mean Absolute Percent 

Error) it was 14.302%, and for forecasting in the next period 

it was 241484 units. 

Based on the results of the description above, it can be 

concluded that the appropriate method to be applied in this 

study is the Weighted Moving Average because the lowest 

MAPE (Mean Absolute Percent Error) error value is 

12.124%, and forecast value in the next period of 243013 

units. 

IV. CONCLUSION 

 

Forecasting demand assists management in managing 

the scheduling of production processes and reducing waste 

in all areas of the business. Waste that can be streamlined, 

such as waste in inventory, is needed because production 

results in the form of wheels take up a lot of space when 

stored for too long in the warehouse. Reducing movement 

waste due to the transportation of finished products in the 

form of wheels using a forklift will increase transportation 

costs, so forecasting is needed. In addition, it also aims to 

implement the concept of lean manufacturing to increase 

company profits. The use of POM-QM software in the 
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demand forecasting analysis process at PT. In the upcoming 

XX period, the preparation of raw materials and the 

production of car wheels has several advantages, such as 

knowing the values of Bias (Mean Error), MAD (Mean 

Absolute Deviation), MSE (Mean Squared Error), Standard 

Error, MAPE (Mean Absolute Percent Error). and Forecast 

in the next period. Based on POM-QM software 

calculations, it can be concluded that the appropriate method 

to be applied in this study is the Weighted Moving Average 

for the reason that the smallest % MAPE (Mean Absolute 

Percent Error) error value is obtained, which is 12.124% 

with a forecast value in the next period of 243013 units.  

For further research, based on data that has been 

collected using forecasting methods such as single moving 

forecasting, weighted moving forecasting, and single 

exponential forecasting, it can be further investigated using 

POMQM software in order to find out the comparison 

regarding the smallest % MAPE (Mean Absolute Percent 

Error) in order to be able to obtain the forecast value for the 

next period correctly so that you know the method that is 

appropriate to use as a solution to demand problems at PT. 

XX. In addition, it is hoped that further researchers will be 

able to detail the efficiency of the waste that occurs and 

explain the types of cloud computing services that can be 

applied to PT. XX. 
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